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A maximum entropy approach to optimal mixing
in a pulsed source–sink flow
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Fluid mixing in a Hele–Shaw cell can be accomplished by periodically pulsing pairs of sources and
sinks. The mixing efficiency of this system depends largely on the volume of fluid that is injected
�and extracted� during each pulse. In this paper, the authors use a two-dimensional potential flow
model to find the pulse volumes that optimize mixing in a rectangular domain containing two
source–sink pairs, a system of current interest in DNA microarray analysis. Optimal mixing
protocols are identified by determining maximum entropy using an analysis of chaotic advection.
© 2006 American Institute of Physics. �DOI: 10.1063/1.2162184�
Under certain circumstances it is necessary to mix fluid
in a Hele–Shaw cell, i.e., to mix viscous fluid between two
closely spaced flat plates at a low Reynolds number �Re�. An
example of current interest is the improvement of microarray
analysis for high-throughput screening of DNA.1 One ap-
proach is to generate pressure-driven flow in the gap between
the plates using sources and sinks produced by injecting and
extracting fluid, respectively, through small holes in one of
the plates. Time-periodic operation of sources and sinks has
proven capable of mixing the fluid in a Hele–Shaw cell,1–4

and this fluid motion has been shown to have a significant
effect on the speed and accuracy of microarray analysis.1 The
importance of microarray technology to genomics research5

makes it worthwhile to determine the parameters that opti-
mize mixing in these pulsed source–sink systems.

The present work focuses on the specific source–sink
configuration shown in Fig. 1, which has been applied to
microarray analysis.1 The aspect ratio of the domain is cho-
sen so that it can be thought of as a standard microarray
surface. Periodic fluid motion is generated by alternately
pulsing the two source–sink pairs shown. During one
“pulse,” flow is generated by simultaneous operation of one
source and one sink with equal strength, i.e., by a source–
sink pair. Total fluid volume is conserved by taking fluid
extracted through a sink and reinjecting it through a source
during the next pulse. For example, fluid extracted through
the sink at �z−�1 is subsequently reinjected through the source
at �z+�2. With the domain geometry and source–sink configu-
ration fixed, the behavior of the system depends primarily on
the pulse volume; that is, on how much fluid is injected �and
extracted� through the active source �and sink� during each
pulse.

This pulsed source–sink approach to mixing in a Hele–
Shaw cell originated with the observation of chaotic advec-
tion in a two-dimensional �2D� potential flow with one
source and one sink operated alternately in the unbounded
plane.6 The use of a potential flow model is possible because
the depth-averaged velocity in a Hele–Shaw flow can be rep-
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resented by a velocity potential that is proportional to the
local pressure.7 Chaotic advection, the phenomenon in which
passive particles advected by a periodic velocity field exhibit
chaotic trajectories, has proven to be a valuable tool for
evaluating and predicting rapid mixing in a large number of
laminar flows; for recent reviews see, e.g., Refs. 8 and 9.
Thus, the appearance of chaotic advection in the model po-
tential flow suggests that pulsed source–sink flow in a
bounded Hele–Shaw cell will mix well, a connection that
was first explored by Liepmann and coworkers.10

The utility of chaotic advection as a general guide in the
development of a pulsed source–sink mixing device has been
discussed previously.2,4 A detailed analysis of chaotic advec-
tion in such systems, however, has been presented only for
the unbounded flow in Ref. 6. In this paper, we present such
an analysis for the system shown in Fig. 1 and identify the

FIG. 1. �a� Domain geometry and source-sink locations, with a=21/71 and
�=5L /71. The source locations are indicated by � and labeled �z+�i and the
sink locations by � and �z−�i. Source �z+�1 and sink �z−�1 are operated
together as a pair, as are �z+�2 and �z−�2. In the model flow each source and
sink is a point located at the center of its symbol. �b� Sample streamlines
generated by steady operation of source-sink pair 1. �c� Trajectory of a
particle leaving �z+�1 at t=0 for �=20%. Circles show the locations of the
particle after each pulse. This particle is extracted through �z−�1 during the

fifth pulse and reinjected through �z+�2 during the sixth pulse.
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values of pulse volume that generate optimal mixing proto-
col. This dynamical systems approach to mixing optimiza-
tion has been used to examine several canonical mixing
flows, including the partitioned pipe mixer,11 the Kinecs
mixer,12,13 lid-driven cavity flow,14 and orthogonal shear flow
on a torus.15 We employ a maximum entropy approach simi-
lar to that used in Ref. 15.

Different modeling techniques can be used to analyze
transport in this pulsed source–sink system. Reference 4 sug-
gests a three–dimensional �3D� finite-element model. We
choose to proceed with a 2D potential flow model of the
depth-averaged velocity. The motion generated by any
source–sink pair is assumed to be steady, with the flow start-
ing or stopping instantaneously when the source–sink pair is
turned on or off, respectively. This model takes into account
the viscous interaction of the fluid with the top and bottom
plates but allows for fluid slip along the outer rectangular
boundary. Despite the simplifications involved, we show that
this model captures the mixing performance of this system
reasonably well.

It is convenient to work in the complex plane, with the
source and sink locations given by z+ �=x++i y+� and z−,
respectively. The equations of motion can be determined by
conformally mapping the upper half plane to the interior of a
rectangle. The complex potential for flow driven by one
source and one sink in the upper half plane is

F�z� = � + i� =
q

2�
�log�z − z+� + log�z − z+

*�

− log�z − z−� − log�z − z−
*�� , �1�

where q is the strength of the source or sink and an asterisk
denotes complex conjugation. The velocity potential is �
=Re�F�, and �=Im�F� is the streamfunction. The complex
potential in a rectangular domain is then obtained by apply-
ing the Schwarz-Christoffel transformation16

w = f�z� = A sn−1�z,k� + B , �2a�

where sn�z ,k� is the Jacobian elliptic sine. The parameter k is
determined from the aspect ratio of the domain, a, via

a =
K��1 − k2�

2K�k�
, �2b�

where K�k� is the complete elliptic integral of the first kind.
If we choose the vertices of the rectangular domain to be
located at �±L , ±aL�, the parameters in �2a� are A=L /K�k�
and B=−i aL. The resulting complex potential for flow
driven by one source and one sink in a rectangular domain is

F�z� =
q

2�
�log���z� − ��z+�� + log���z� − �*�z+��

− log���z� − ��z−�� − log���z� − �*�z−��� , �3�

with ��x�=sn��x /L+ ia�K�k� ,k�. Representative streamlines
for this flow are shown in Fig. 1�b�. Particle motion due to
steady operation of a single source–sink pair is obtained by
integrating numerically along a streamline. During the opera-
tion of several pulses a particle will follow a zigzag trajec-

tory across the domain, as illustrated in Fig. 1�c�.
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During a single pulse, the active source–sink pair is op-
erated steadily for time T, with the source �and sink� inject-
ing �and extracting� fluid covering an area Ap=qT in the
rectangular domain, which has a total area Ac. The modeling
results do not depend on the scale of the domain or the mag-
nitude of the flow rate �as long as Re remains small�, so we
can work in terms of the dimensionless pulse area �
=Ap /Ac and dimensionless time �=qt /Ac. With this scaling,
the dimensionless pulse time, qT /Ac, is equal to �. Since the
gap between plates in a Hele–Shaw cell is constant, � is also
the fraction of the domain volume that is exchanged with
each pulse; hence we will refer to � as the �dimensionless�
pulse volume.

An important characteristic of this system is the method
by which particles extracted through a sink are reinjected
through a source. Experimental implementation can be ac-
complished with a “first in, last out” reinjection procedure
�see, e.g., Ref. 3�. In its simplest form, this procedure corre-
sponds to collecting the extracted fluid in a tube, sliding the
tube over to a source, and reinjecting the fluid into the do-
main. Neglecting any delay between extraction and reinjec-
tion, a particle that enters a sink during pulse n at time �n
−1��+�, with 0� � ��, will exit the appropriate source at
time �n+1��−�. The chaotic advection analysis also re-
quires a one-to-one correspondence between a particle exit-
ing the domain through a sink and a particle entering through
a source. We assume that the “collection tube” is moved
perfectly from sink to source, so that a particle enters the
domain with the same angle 	 at which it exited, as illus-
trated in Fig. 1�c�. Other relationships are possible, of course,
but we do not address any variations in this paper.

We are now ready to examine the influence of � on
transport and mixing for piecewise constant operation of two
source–sink pairs in a rectangular domain, with the flow gov-
erned at any given instant by �3� and with the above assump-
tions regarding reinjection. In the maximum entropy ap-
proach discussed in Ref. 15, consideration is restricted to
those flows that exhibit mixing in the ergodic theory sense,
which requires that �almost� every initial condition in the
flow be subject to chaotic transport. The best mixing protocol
is then determined for this set of flows by finding the one
with maximum entropy. In this paper we expand the maxi-
mum entropy approach to include decomposable systems,
such as our pulsed source–sink flow, that exhibit both regular
and chaotic behavior. We can quantify disorder in these sys-
tems using the Kolmogorov �KS� entropy.17 In computing
the KS entropy we need to consider Poincaré sections and
Lyapunov exponents.

Poincaré sections are shown in Fig. 2 for several repre-
sentative values of �. These plots are generated by recording
the position of a passive particle in the domain after every
period of operation, i.e., after every 2�. If pair 1 is operated
first in the period, the solid circles in Fig. 1�c� contribute to
the Poincaré section. For different values of �, the flow ex-
hibits periodic points of various order, which is reflected in
the elliptic island structure in the Poincaré sections. Particles
with initial locations within these islands experience regular
�nonchaotic� transport, while particles in the surrounding

chaotic sea experience chaotic transport. We refer to the
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fraction of Ac that is covered by the chaotic sea as 
s. All
values of � investigated in the range 1% ���120% gener-
ate chaotic transport over a large fraction of the domain,
which is quantified in Fig. 3�a�. Chaotic particle transport is
accompanied by exponential stretching and folding of mate-
rial lines in the flow, which rapidly increases the interface
across which diffusion occurs and is generally expected to
enhance mixing relative to regular advection. Thus, the
greater the value of 
s, the greater the potential for rapid
mixing. Based strictly on this criterion, optimal mixing will
be achieved in this system for ��40%.

Some work on optimal mixing, such as that by Ling and
co-workers,11,12 focuses exclusively on maximizing 
s. The

FIG. 2. Poincaré sections for the pulsed source-sink flow when pair 1 is
operated first in the period. If pair 2 is instead operated first, or if particle
positions are recorded on the half-period, the Poincaré sections are reflected
about a horizontal axis. Panels are labeled according to the value of �.
Initial particle locations vary between panels and are chosen to highlight
island structure.

FIG. 3. �a� 
s, the fraction of the domain area covered by the chaotic sea;
�b� ��, the maximum Lyapunov exponent for the flow; and �c� �n, the
maximum Lyapunov exponent for the map. Each value was obtained by
following multiple initial points in the chaotic sea for 2�105 or more

periods.
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presence of large elliptic islands will, of course, have a nega-
tive impact on global mixing; fluid in the chaotic sea may be
mixed very rapidly, but fluid trapped in an elliptic island
remains separate from the mixed fluid. However, nonideal
behavior such as diffusion tends to quickly “smear out”
small elliptic islands in most, if not all, practical implemen-
tations. Focusing exclusively on mixing protocols that maxi-
mize 
s is too restrictive, or even incorrect, in some cases.

The primary limitation of a Poincaré section is that it
gives no information quantifying how rapidly the fluid in the
chaotic sea is stretched. The stretching rate of material lines
is related to the maximum Lyapunov exponent for the flow,
��, which quantifies the exponential rate of divergence in
time of two neighboring points.17 Within an elliptic island a
fluid element undergoes stretching that is, on average, only
linear in time, and the Lyapunov exponents are zero. In the
chaotic sea the Lyapunov exponents are nonzero, and on av-
erage the length l of a material line grows exponentially in
time as l� lo exp�����, where lo is the initial �infinitesimal�
length. Alternatively, the maximum Lyapunov exponent can
be defined for the periodic map as �n=2���, in which case it
quantifies the stretching rate per period of operation. The
dependence of both �� and �n on � for our system is shown
in Figs. 3�b� and 3�c�.

The general trend in this system is for the stretching rate
per period, or �n, to increase with increasing �. However,
larger pulse volumes require more time to complete, and as a
result, the stretching rate in time, or ��, generally decreases
with increasing �. Since we wish to mix rapidly in time, we
are interested primarily in ��.

The information provided by the Poincaré sections and
the Lyapunov exponents is combined in computing the KS
entropy for the flow17

hk = 
s��. �4�

Values of hk for our pulsed source-sink flow are shown in
Fig. 4�a�. Optimal mixing in this system is expected for the
value�s� of � that maximize hk.

The trend in KS entropy suggests that small � optimizes
mixing. However, closely examining the particle transport
reveals that this is incorrect. In the limit as �→0, particle

FIG. 4. KS entropy for �a� =0 with fluid relocation, �b� =5% with fluid
relocation, and �c� =0 without fluid relocation, where  is a dimensionless
delay time between pulses. �d� The mixing rate, R, from the experiments in
Ref. 3 with =0.
motion approaches that due to the steady operation of two
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sources and two sinks, which is fully regular. In the limiting
case there is a streamline that divides the top and bottom
halves of the domain. Pulsing the system removes this
streamline, but for small � a barrier to transport remains in
the time-averaged particle behavior. Fluid is stretched rap-
idly in each half of the domain but is not easily mixed be-
tween these two halves. This separation of the domain is
quite apparent in the Poincaré section for �=1% shown in
Fig. 2. Even for �=10%, fluid is not mixed well between the
top and bottom halves, as illustrated in Fig. 5. This segrega-
tion of the domain is not present for ��15%. One approach
to eliminating this segregation for small � is to switch the
identification of �z−�1 and �z−�2, so that fluid extracted from
the top half of the domain is reinjected into the bottom half,
for example. This change is a straightforward modification of
the current work and may be worth future consideration.

Maximum entropy leading to optimal mixing is thus ob-
tained in this ideal pulsed source-sink system for ��15%,
with good mixing results expected for 15% ���20% and
32.5% ���42.5%. Despite the simplifications employed in
the model, these results are consistent with an experimental
analysis,3 the results of which are summarized in Fig. 4�d�.
In these experiments, a small quantity of dye is introduced at
�z+�1 and spread throughout the domain with a sequence of
pulses. The mixing rate, R, characterizes the exponential de-
cay rate in time of the coefficient of variation in intensity of
the dye. In particular, the experiments show that, for the
pulse volumes tested, optimal mixing is achieved when �
�17%, followed by ��14%. Note that a mixing analysis
based solely on 
s incorrectly identifies 14% ���17% as
poor choices of pulse volume �see Fig. 3�. The experiments
also support our model prediction of poor mixing for
22.5% ���32.5%.

A practical implementation likely includes some delay
between pulses to accommodate the logistics of the reloca-
tion procedure. If  is a nondimensional delay time, the total
time for each pulse will be �+, giving ��=�n /2��+�. We
expect  to be largely independent of the magnitude of �,
and thus this delay will have the greatest effect on small �.
Assuming =5% gives the modified results for hk shown in
Fig. 4�b�. As  increases, 32.5% ���42.5% emerges as the
parameter range for optimal mixing.

We find, then, that an analysis of particle transport and
KS entropy in the model flow gives a prediction of mixing
performance for the system in Fig. 1. Correspondence be-
tween this prediction and the experimental results in Ref. 3
allows one to use the results in Fig. 4 to identify, with rea-
sonable confidence, an optimal mixing protocol for the prac-

FIG. 5. Portion of the Poincaré section for �=10% formed by following six
particles in the bottom half of the domain for 750 periods.
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tical system. This correspondence also supports the general
use of a maximum entropy approach in determining optimal
mixing protocols for decomposable systems that exhibit both
chaotic and regular behavior.

We close with a comment on the importance of relocat-
ing the fluid prior to reinjection. In Fig. 4�c� we show the KS
entropy for a few cases in which fluid extracted near a corner
of the domain is reinjected through that same hole during a
later pulse, as proposed in Ref. 4. The stretching per period
in this system without relocation �not shown� is similar to
that in ours, but each period of operation requires four pulses
instead of two. Furthermore, for ��60% the domain is
dominated by regular transport; for example, 
s=13% when
�=80%. The net result is a substantial reduction in KS en-
tropy, and we conclude that relocating the fluid prior to re-
injection is crucial for optimizing mixing with two pulsed
source-sink pairs in our rectangular domain.
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